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Figure 1: ShadowMagic work�ow: ShadowMagic accepts a �at color layer and a line drawing layer as input (a).

ShadowMagic’s backend generates shadow suggestions based on a user’s light direction choice (b, left). ShadowMagic’s

backend segments the �at regions into “semantic” segments, such as face, hair, or clothing (b, right). ShadowMagic’s

frontend lets users �lter by semantic region. Users can choose to either adopt the AI-suggested shadows (c, pink

shadows on the left, a user decided to use suggestions on clothing and arms) or apply additional edits (c, blue face and

clothing shadows on the right, drawn by a user). A �nal outcome combines pink and blue shadows (d). This re�nement

can increase shadowing e�ciency while providing su�cient control for a user.

ABSTRACT

Shadowing allows artists to convey realistic volume and emo-

tion of characters in comic colorization. While AI technologies

have the potential to improve professionals’ shadowing expe-

rience, current practice is manual and time-consuming. To un-

derstand how we can improve their shadowing experience, we

conducted interviews with 5 professionals. We found that pro-

fessionals’ level of engagement can vary depending on seman-

tics, such as characters’ faces or hair. We also found they spent

time on shadow “landscaping”—deciding where to put big

shadow regions to make a realistic volumetric presentation—

while the �nal results can dramatically vary depending on

their “staging” and “attention guiding” needs. We found they

would accept AI suggestions for less engaging semantic parts
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or landscaping, while they would need to have the capability

to adjust details. Based on our observations, we built Shadow-

Magic that (1) generates AI-driven shadows based on typically

used light directions, (2) enables a user to selectively choose

the results depending on the semantics, and (3) allows users

to �nish shadow areas by themselves for further perfection.

Through a summative evaluation with 5 professionals, we

found that they were signi�cantly more satis�ed with our AI-

driven results than a baseline. We also found ShadowMagic’s

“step by step” work�ow helps participants more easily adopt

AI-driven results. We conclude by providing implications.
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1 INTRODUCTION

The comic industry has experienced a shift from paper-based

to digital across the recent decades [46]. This transition has

brought numerous changes by which comics are colorized,

presenting challenges and opportunities for researchers and

comic professionals [49, 53]. The digital comic colorization

process generally follows the step-by-step stages of line draw-

ing, �atting, shadowing and lighting, background, and special

e�ects [53]. Through shadowing, comic professionals create

depth, natural volume for objects, and a sense of realism. Mas-

tery in shadowing can draw readers’ attention to a character’s

emotion, actions in a scene, and atmosphere, ensuring that

the storytelling remains clear and e�ective for readers [56].

As readers’ expectations of high-quality comics evolve, comic

professionals face adapting their expertise to meet these de-

mands.

Since shadowing takes a crucial role in delivering a story

to readers, past studies have advanced techniques for generat-

ing shadows [19, 26, 49, 57] and relevant techniques in comic

colorization [6, 50, 52]. However, to date, professionals still

heavily rely on basic features in mainstream image editing soft-

ware, such as brushes, lassos, and erasers [1, 7, 18, 44], making

shadowing still manual and labor intensive [53]. Professionals

value their speci�c and contextual control on shadowing, lead-

ing them to prefer manual brushing and erasing over AI-driven

automation [53].

This work aims to understand how new AI-driven shadow-

ing support can naturally be applied to comic professionals’

current shadowing work�ow and practically help them. In

doing so, we �rst conducted a formative study with �ve comic

professionals (S1). In S1, we observed how they create shad-

ows.We learned their shadowing work�ow and characteristics

of “good” shadows. Further, we listened to their thoughts on

applying current state-of-the-art AI shadowing suggestions

and how AI can be designed di�erently to improve their shad-

owing practice. We learned the following. First, professionals

may have di�erent levels of engagement in shadowing depend-

ing on semantic regions. For instance, they feel more engaged

when adding shadows on faces as slight line changes can cause

a di�erent feeling, while they may feel it tedious to shadow

hands or spiky hair. Second, they spend their energy in “land-

scaping” shadows—deciding where they will put large shadow

regions—for realistic presentation. This process is perceived as

repetitive, which also can be assessed based on a certain level

of “norms”. Third, what makes shadowing creative is that shad-

owing is not merely a device for depicting normative volume,

but also a device for adding di�erent emotions of characters

(i.e., “staging”) or attracting a reader’s eyes to a speci�c object

(i.e., “attention guiding”) depending on professionals’ inten-

tion. With di�erent staging and attention-guiding intentions,

desirable outcomes can be dramatically varied even given the

same line-drawing scene, which makes it challenging to de�ne

ground truth. We found participants’ willingness to adopt AI’s

suggestions to be higher if they perceive “that part” of the

shadowing is tedious or repetitive.

Based on the S1 results, we designed ShadowMagic, that (1)

provides reasonable quality AI-driven shadows at the begin-

ning to reduce the e�ort for landscaping and (2) enables a user

to selectively apply AI suggestions depending on semantics.

ShadowMagic also lets a user customize the �nal outcome

to e�ect their staging and attention-guiding needs. Shadow-

Magic leverages two AI models; one predicts initial shadowing

suggestions that provide di�erent results depending on typ-

ically used light directions, and the other one segments the

semantic boundary with the 5 categories of hair, face, clothing,

arms, and other objects. To support the case where a user

wants to �nish manually, ShadowMagic provides brush and

eraser features. With 5 comic professionals, we evaluated our

backend models’ shadow quality in an experimental study and

the ShadowMagic’s quality through interviews after 1 day of

use (S2). We found that professionals perceived the quality of

shadows built by our AI model to be signi�cantly higher than

the baseline. We also found that ShadowMagic’s interaction

modality can help professionals to imagine why and how they

can adopt AI-driven suggestions in their shadowing work�ow.

This work o�ers the following contributions:

• S1 Findings: S1 provides empirical insights into the highly

context-dependent nature of comic shadowing work�ows

and general perception about how professionals perceive

challenges in using existing AI-driven solutions.

• ShadowMagic and S2 Results: We introduce Shadow-

Magic, a novel system specialized in shadowing support for

professionals. It incorporates two AI models and the work-

�ow informed by S1. The S2 results provide the expected

bene�t when future researchers can expect that adopting

similar work�ow designs and techniques used in Shadow-

Magic.

• Implication for design:We provide implications for de-

sign that discuss how the notion of intermediate repre-

sentation [53]—which predominantly argues how to de-

velop AI’s input and output in a “stage-by-stage” fashion

based on a user’s sequential work�ow—can be extended to

a non-sequential, non-deterministic, and “interaction-by-

interaction” fashion within each stage.

2 RELATED WORK

In this review, we �rst cover studies that explain how AI, in-

cluding generative AI, can support graphic professionals in
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general, as only a limited volume of research focuses speci�-

cally on enhancing professionals’ shadowing experience. We

then review computational approaches to creating shadows.

Finally, synthesizing the two directions, we describe howmore

deeply observing comic professionals’ shadowing work�ow

can provide new design opportunities.

AI for Professionals in Graphical Fields: Generative AI
has impacted image generation and manipulation. It aids cre-

ative processes by rapidly visualizing concepts, generating

assets, and creating image content from prompts [48]. The

overall progress in AI techniques has made it possible to gen-

erate images from various types of data, reducing the manual

e�ort required for exhaustive image capture [16]. Genera-

tive AI models like DALL-E 2 [33], Stable Di�usion [5], and

Midjourney [55] create novel images from text by utilizing

advanced deep learning approaches such as di�usion mod-

els to synthesize images across various styles and domains.

Some studies investigated how designers use image generation

models for early-stage visual design [8] and 3D design [54],

highlighting their potential and limitations for architectural

design practice. Beyond static images, emerging AI systems

like Make-A-Video [43] for video generation andMagic3D [31]

for 3D scene creation are enabling creativity support across

multimedia formats. Despite challenges like intellectual prop-

erty issues and biases in training data [61], generative AI’s

accessibility, versatility, and rapid advancements highlight its

potential to transform creativity by aiding humans in innova-

tive thinking and imagination.

While generative AIs are pushing boundaries, there are

many other notable e�orts to leverage non-generative AIs for

creativity support in varying application areas, such as paint-

ing [3], 3D modeling [34], and visual arts [27]. Some work has

explored “co-creative agents” that can improvise and collabo-

rate with human users on creative tasks like drawing [14, 15].

As AI-driven tools become more prevalent, researchers have

studied design principles for e�ective human-AI interaction

(HAI) and collaboration [42]. The “automation-control” frame-

work highlights the importance of de�ning proper roles for

human agency versus AI automation [23]. DuetDraw, an inter-

face for drawing with AI, emphasizes collaborative creativity.

Its user study highlights the importance of detailed instruc-

tions and user-led interactions [36]. FlatMagic [53] reduces the

e�ort of �atting in comic colorization, a labor-intensive stage,

highlighting the bene�ts and challenges of carefully re�ecting

professionals’ work�ow in designing human-AI collaboration

systems.

However, applying such principles to design �eld-ready

creativity support tools for professionals is not without chal-

lenges [42]. Little prior work has speci�cally explored applying

the automation-control paradigm to creative tools for comic

shadowing by professional users [32]. While existing work

showcases the state-of-the-art capabilities of generative AI and

proposed technologies in graphics and artwork, a gap remains

in addressing the unique needs of comic professionals.

Computational Shadowing Support: There are several
computational approaches built for generating shadows in

digital comics. Some o�er no interactive user interface but

exist solely as algorithms and focus on the technical aspects

of shadow generation, employing various computational tech-

niques to produce realistic shadows without direct user in-

volvement. Others provide interactive systems, enabling users

to generate shadows based on creative needs.

Algorithmic techniques focus on the technical aspects, us-

ing computational methods to create realistic shadows au-

tonomously. For instance, Ramamoorthi et al. conducted a

comprehensive gradient analysis of how lighting variation,

surface re�ectance, curvature, and soft shadows individually

contribute to and combine in shading e�ects [38]. The au-

thors of this paper[59] introduced an algorithm that generates

digital painting lighting e�ects by estimating stroke density

and mimicking artists’ work�ow. Another study used deep

learning to generate detailed and artistic shadows from line

drawings and lighting directions, respecting lines and space

with sophisticated details and e�ects [60]. Colbert and Kri-

vanek presented an e�cient real-time rendering technique

that combines BRDF importance sampling with environment

map �ltering to enable interactive viewing of objects with

complex spatially-varying glossy materials under natural illu-

mination [29]. DeCoro et al. introduced a “shading rig” [37]

system where artists can pre-animate desired toon shading

styles that automatically preserve the artistic direction un-

der changing lighting at runtime. Going further, Sloan et al.

proposed a method to capture custom artistic shading mod-

els from sampled artwork, allowing users to generate unique

non-photo-realistic renderings that emulate the look and feel

of particular artistic styles for depicting materials like skin,

metal or paint [45].

There are dedicated shadowing systems that allow users

to generate shadows based on their own preferences. Image

editing softwares such as ClipStudio [7], Photoshop [1], and

Sketchbook [44] o�er general painting support that helps

make shadows. Some approaches like 2DToonShade [26]

semi-automatically generate shading and self-shadows for

cel animation by applying simple yet e�ective algorithms di-

rectly to the 2D drawn artwork, providing an intuitive inter-

face that stays close to the natural creative process. Other

tools like SmartShadow [56] leverage deep learning to enable

digital artists to draw shadows on line art through interac-

tive brushes that allow scribbling to indicate shadow areas,

precisely control boundaries, and consistently propagate di-

rectional shadows—substantially accelerating the shadowing

work�ow. Beyond assistance tools, 2.5D modeling techniques

[22] simulate 3D rotations from 2D vector art, automating in-

betweening while rendering interactive 3D shading e�ects like

Phong, cel shading, and environment mapping onto the 2D

artwork. This bridging of 2D and 3D enables richer stylization

while maintaining a hand-drawn aesthetic. Computational

tools have also been developed for 3D shadow generation sup-

port. In Breslav et al. [4]’s approach, the desired 2D shadows

cast by a 3D sculpture are speci�ed as input, and geometric
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optimization computes a 3D shadow volume approximating

those shadows. For voxel-based 3D graphics, congradient shad-

ing [12] recovers surface normals from the discrete voxel data

to enable simple table-driven shading. Extending further into

3D non-photorealistic rendering [35], approaches have been

proposed to map and transform 2D motion patterns onto 3D

surfaces in a style reminiscent of hand-drawn art.

While generating shadows has been widely studied as a

topic of research, we found little e�ort has been made to apply

a user-centered approach for supporting comic profession-

als’ shadowing process. Recent literature in Human-AI Col-

laboration emphasizes the importance of deeply understand-

ing the expert’s work�ow for generating the system used by

them [23, 42]. This is because professionals’ use of technology

is highly speci�c and contextualized. Without eliciting speci�c

requirements through dedicated e�ort, the system may likely

yield unsuccessful outcomes [53].

3 STUDY 1: FORMATIVE STUDY

We conducted Study 1 (S1) with comic professionals to gain

a deeper understanding of their current practice and inform

how we can design better human-AI collaboration in comic

shadowing support. Our speci�c Research Questions (RQs)

are as follows:

• RQ1. How do comic professionals create shadows? In par-

ticular, what is the common process that the professionals

apply in creating shadows, what characteristics of shadow

results make them desirable/good, and what are the di�cult

parts of creating shadows?

• RQ2.Howdo comic professionals perceive usingAIs in their

shadowing work�ow? This RQ includes their perception

about the current state-of-the-art AI-driven shadows, and

how the design of an interface can enable them to use the

AI-driven shadow suggestions.

3.1 Methodology

We chose a semi-structured interview as a method to gain

insights on our RQs. In recruiting participants, we applied

convenience and snowball sampling strategies [13]. In doing

so, we contacted comic companies specialized in creating digi-

tal comics and shared our participant criteria: �rst, they must

currently work in the comic industry and second, they must

have more than 5 years of professional experience in coloriz-

ing digital comics. There were a total of 5 participants. Three

of the participants identi�ed as female and the rest as male. All

received bachelor’s degrees. Their ages ranged from 25 to 35.

We conducted interviews on a rolling basis. Every interview

was conducted online.

The interview was divided into two parts. First, we went

through a series of questions built for understanding the fol-

lowing aspects: (Q1) their general process in creating the

shadow, (Q2) the aspects that make good or bad shadow re-

sults, (Q3) the aspects they feel are tedious or enjoyable in

creating shadows, and (Q4) their strategy to make the outcome

more unique. Second, we demonstrated three AI-generated

shadowing methods, ShadeSketch [60], SmartShadow [56],

and PaintingLight [59], and heard their opinion on (Q5) what

aspects they like or dislike, (Q6) the likelihood of applying

the outcomes to their practice, and (Q7) what aspects must be

handled to be used in their practice in the future. To provide a

consistent interview experience across participants, we made a

slide deck with every question and the AI-driven demos above.

In addition, we prepared �ve line drawings provided by other

professionals in case participants wanted to demonstrate their

method of shadowing. We shared the slide and line drawings

before the interview. Every interview was video-recorded and

then transcribed.

Two researchers performed qualitative analysis. They fol-

lowed an iterative qualitative coding process [24, 39] that

starts from coding and then connecting the repeating or re-

lated insights in developing analytic memos. They iterated

coding and memos after each new participant. After �nishing

every interview, they built an a�nity diagram and derived the

general themes separately. In concluding their �nal themes,

they compared the two theme structures and discussed the

commonalities and discrepancies. They continued multiple

rounds of discussions until they reached a consensus.

3.2 Results

Roles of shadows: We found that desirable characteristics

of shadows (Q2) are highly related to professionals’ general

shadowing process (Q1), and their strategy to make unique

shadowing (Q4). Good shadowing depends on two primary

factors: landscaping and context. Landscaping involves decid-

ing where to place shadows to represent the realistic volume

of objects. This is a fundamental requirement and objective in

shadowing and is more amenable to automation. While “con-

text” in shadowing can be related to multiple di�erent aspects,

we found participants generally agreed that shadowing has

two major functions: staging, and attention guidance. These

aspects are subjective, and professionals often engage deeply

with these tasks, implying less enthusiasm for AI intervention

in this area.

When adding shadows in designing the scene in a digital

comic, staging means making the characters’ “internal emo-

tions and their situations” (P2), “unmistakably clear by putting

shadows that don’t look realistic in natural light settings” (P4).

Even using the same line drawing, the ways comic profes-

sionals create shadows can make huge di�erences in terms

of presenting the character’s internal state. P4 demonstrated

the di�erence through examples shown in Fig. 2 (a1) and (a2).

She started explaining by putting the light source from the left

top (see the light cone in Fig. 2 (a1)) then added the shadows

that look realistic and natural. The character’s gentle smile

will make this scene to be kind and peaceful. However, as she

put thick and unrealistic shade on her face, she became the

character with conspiracy. These di�erent ways of putting the

shadow can be applied di�erently to di�erent mental statuses,

such as “anger, frustration, hate, forgiveness, love, happiness,

boredom, and many more” (P1).
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Figure 2: Advanced functions of shadowing. Staging:

(a1) Natural shadowing on the face expresses a “kind

greeting,” while (a2) unnatural shadowing foreshadows

a “conspiracy.” Guiding reader attention: (b1) Realistic

shadowing draws readers’ focus to the right character’s

possessions, while (b2) simplifying his possession’s shad-

ows causes a reader to focus more on the situation in

which the left character kneels while the right threat-

ens.

Another function is a�ention guiding. In general, people’s
gaze can go �rst to the object with detailed shadow. They may

neglect or put their gaze later on the entirely shaded object. P2

mentioned that there are always “objects of focus” that comic

professionals hope readers see �rst then other objects. She

continued: “Making readers engaging in 70 new scenes every

week is a challenge. I cannot expect them to focus on every piece

I draw. A few fans may get everything, but most won’t. Across

the 70 scenes, there is an attention priority. I put shadow based

that priority to help readers get the overall plot and storyline

using minimum attention”. P4 gave another demonstration on

this aspect through Fig. 2 (b1) and (b2). Fig. 2 (b1) shows a nat-

ural color where shadows are applied with the same degree of

detail. Since the right character has several objects in his body,

people’s gaze may go to the details of the right character’s

possessions, such as throwing knives or wrinkles in clothing.

Fig. 2 (b2) intentionally reduces the shadow details. She ex-

plains that now people’s attention may go to understanding

the situation between two people—the left kneels and the right

threatens—rather than details of the right’s possessions.

Overall, the way artists draw shadows to support staging

and attention guidance indicates that expressing context is

an intricate process that the artists largely enjoy, as it allows

them to creatively in�uence the viewer’s focus and emotional

response. On the other hand, the basic goal of shadowing

which is adding realistic volumes on objects is perceived as

more common and tedious, involving repetitive tasks that

require precision but o�er less creative satisfaction. Artists

spend substantial time on “landscaping” in shadowing, i.e.,

deciding where to create big base shadows to make realistic

volumes. They prefer AI suggestions to tackle the common

and tedious parts, such as ensuring consistent light sources

and accurate shadow placement.

Where in the scene ma�er: We found the aspects of shad-

owing thatmake them feel tedious or enjoyable (Q3) are closely

connected to their intention to adopt AI-driven suggestions.

First of all, they felt tedious when they shadowed: (1) complex

objects that require certain e�ort, such as “clothing with com-

plex patterns, wrinkles, or made with fur” (P2), “hands” (P2), or

“curly or short hairs” (P5), (2) objects that have not much of

value from staging perspective, such as “crowds in background”

(P1), and (3) objects they have shadowed repetitively in the

past, such as hair except face (as subtle shadowing change in

the face can heavily change the scene atmosphere). Addition-

ally, shadowing large areas, or “landscaping,” which involves

creating realistic volumetric representation, is also perceived

as tedious. Participants noted that they spend a signi�cant

amount of time on this process, as it is crucial for achieving a

natural and convincing presentation.

Not surprisingly, when we asked about their intention to

adopt the AI’s suggestion, our participants seemed open to

adopting the AI’s suggestion for those that they felt tedious.

P3 mentioned: “The parts that I feel tedious become labor. The

parts that challenge me make me to be more creative. I hope AI

can cut down my labor so that I can focus better on my creation.”

About current AI shadowing suggestions: Regarding
their thoughts on current AI-driven shadowing approaches

(Q5) and aspects the current tools must handle to be used in

the future (Q7), while every participant mentioned the recent

results have remarkably improved compared to non-AI-driven

shadowing approaches, they still feel uncomfortable using AI-

driven suggestions mainly because of their insu�cient quality.

P3 mentioned: “It requires more e�ort to revise than do it from

scratch”. Another reason that made it hard to consider apply-

ing AI-driven suggestions is related to the interface handles;

in some cases, they found the existing handles are unnecessar-

ily complicated. After seeing the interface that provides 360

degrees of light direction, for example, several participants

mentioned that there is a set of light directions commonly
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used in digital comics. In other cases, they couldn’t indicate

their basic intention in generating shadows. In other cases,

they felt it is not possible to revise the undesirable outcomes.

One interesting insight we learned was that most approaches

rely on line drawing only to create the suggestions. However,

P2 and P4 mentioned that the shadowing is impacted by �at

regions rather than line drawing, implying that it may be de-

sirable to consider line drawing and �at results in generating

shadow suggestions.

Common shadow se�ings in digital webcomic: There
can be di�erent styles in shadowing, such as a full gradient

shadow, multiple steps, and a cell style. Our participants men-

tioned that AI-generated shadow can be speci�cally useful for

cell-style shading mainly because this type of shadowing is the

most frequent form of shadow applied in the comic industry

due to its straightforwardness, simplicity, and e�ciency in

production. P3 mentioned: “Cell shadow is the most frequent

style of shadow we use. Cell shadow is used every time, even

when working on the product with full gradient.”

3.3 Design Requirements

S1 results found that a good shadow depends on the context.

A line drawing cannot determine the ideal shadow. Rather, a

good shadow receives a reader’s attention from the previous

scene and passes the attention to the next scene based on a

professional’s staging and attention-guiding strategy. In that

sense, de�ning ground truth in comic shadowing is nearly

impossible. In applying the strategy, we observed that they

added natural shadows on some objects while applying un-

natural shadows on other objects, as shown in Fig. 2 (a2) and

(b2). Connected to this observation, depending on the type

of objects in the scene, a professional’s intention to adopt AI-

driven suggestions may vary—they may shadow some objects

manually while being more open to applying AI’s suggestions

for less important ones. Finally, we found applying AI-driven

suggestions is not without challenges, and the main reasons

are insu�cient suggestion quality and mismatched interface

handles. Based on our observation, we drove the following

Design Requirements (DRs):

• DR1. Improving the initial quality of AI-driven suggestions

must be the starting point of designing a human-AI collabo-

ration system for comic shadowing.

• DR2. To support staging, attention-guiding, and selective

AI-driven suggestion adoption, the system can help profes-

sionals to toggle the AI’s suggestions depending on seman-

tics in the scene, such as hands, face, and hair.

• DR3. In providing light direction control, simplify it by

following widely used light direction settings in the comic

industry.

• DR4. Follow the golden rule of Human-AI Collaboration:

Provide a method to manually recover the shadows when a

user is not satis�ed with AI’s suggestion.

4 SHADOWMAGIC

Our approach aims to improve AI’s ability to generate high-

quality shadows for comic colorization work�ows, while giv-

ing professionals control over shadow results through an end-

to-end interface. Our system performs two steps to generate

an initial segmented shadow suggestion for user editing. Each

input contains a line layer and a �at layer. We �rst predict its

shadow using ControlNet [58] and its semantic segmentation

using YOLOv5 [28], as shown in Fig. 3 (a). Next, we extract a

binary shadow from the ControlNet prediction and cut it into

multiple shadow layers based on the semantic segments from

YOLOv5, as shown in Fig. 3 (b). Finally, we present all the lay-

ers in our web-based editing interface for further re�nement,

as shown in Fig. 3 (c).

The front-end system allows professionals to adjust shadow

areas at a semantic level, providing �exibility to apply shadows

according to their creative vision and requirements. Based

on our �ndings in S1, we designed a streamlined front-end

that removes unnecessary and undesirable controls such as

the need to specify light direction in a continuous (e.g. 360◦)

manner. Furthermore, we follow the principle of human-AI

collaboration [42], where AI suggestions can be controlled by

the professionals. Professionals have the option to select which

parts of the AI-generated results to adopt, and the system fully

supports manual editing if desired. To facilitate this manual

editing, we o�er basic brush and eraser tools, along with undo

and redo functionality.

4.1 AI models

The original dataset to train the AI models was created by pro-

fessionals at a single company who made shadows dedicated

to this project. After S1, they �rst prepared 1,000 existing �at-

colored line drawings made previously. Of these, they made

2 directions (left and right) of shadows for 960 drawings and

4 directions for 40 drawings. This was because left and right

had more variability which required more examples for gen-

erating results to meet our quality standard while top and

bottom directions were fairly consistent. Tab. 1 shows some

high resolution examples from the dataset. More examples, in

low resolution, are available on GitHub1.

4.1.1 Initial shadow prediction. Although the comic/il-

lustration quality generated by current di�usion models can

appear close to the professional level, these generic image gen-

eration models cannot ful�ll speci�c generation tasks, such as

adding shadows based on a given light direction (see Fig. 5 (a2)

and (a3), where the result in (a2) is generated by StableDi�u-

sion XL2 with Anime style and the result in (a3) is generated

by Reproduction3.

To obtain a shadow prediction with acceptable quality

(DR1), we guide the prior from pre-trained stable di�usion

models on a large-scale dataset to our shadowing task, as

shown in Fig. 5 (a4), (a5), and (a6).

1https://github.com/Amrita537/ShadowMagicUIST24
2https://huggingface.co/docs/di�users/en/using-di�users/sdxl
3https://civitai.com/models/118729?modelVersionId=144778

https://github.com/Amrita537/ShadowMagicUIST24
https://huggingface.co/docs/diffusers/en/using-diffusers/sdxl
https://civitai.com/models/118729?modelVersionId=144778
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<Add Shadow from 
left light and 

remove color=

User editingSemantic segmentation (YOLOv5)

(a) Shadow prediction and Character semantic segmentation 

Shade prediction (ControlNet)

To front end

(b) Shadow Cropping (c) Shadow editing

Figure 3: System framework: ShadowMagic contains a ControlNet and a YOLOv5 �ne-tuned with our dataset. (a) For

each input containing a �at layer and a line layer, we predict 4 variant grayscale shadowing results with the same

given light direction and its semantic segmentation mask. (b) We then extract and crop the shadows into sub-shadow

regions depending on semantic segment labels (e.g., hair or face). Finally, a user will pick one of the suggestions and

re�ne it through our front-end.

Figure 4: Example of Shadow Size Shrinking: (a1 and b1)

Shows the initial shadow, (a2 and b2) shows the shadow

shrink after 4–5 clicks, (a3 and b3) shows the shadow

shrink after 8–9 clicks.

To achieve this target, we created our own training dataset

as shown in Fig. 5 (b1) to (b5). We collected 342 images created

by professionals from a digital comic company. 41 of them

contained ground truth shadows from all four light directions

(left, right, top, and back) widely used by professionals (S1).

The remaining 301 images contained ground truth shadows

from only the left and right light directions.

Based on this dataset, we generated the conditioning images

as a blend of the line layer and the �at layer, as shown in Fig. 5

(b1). The corresponding shadowed target images were blends

of the ground truth shadow and line layers, as shown in Fig. 5

(b2 right). In this way, the network is trained not to retain the

color information of the input image and focus solely on the

task of predicting shadows. This also enhances the quality of

the output in the subsequent shadow extraction step. As text-

to-image di�usionmodels can be guided with natural language

prompts, we also used the prompt, “add shadow from [light

direction] light and remove color”.

We formulated the shading task as a conditional image-to-

image translation task and trained a ControlNet based on our

constructed training set. We chose Divineelegancemix4 as the

base ControlNet model and trained on an Nvidia A100 GPU

for 48 GPU hours.

When the trained model is used for the inference of

shadows from input images, we upscale the output image,

since the model output’s resolution is 1024 × 1024—typically

much smaller than professional input images. We used Real-

ESRGAN [51] to up-sample the model’s output by 4× and then

resize it to match the input image. We extract binary shadows

by thresholding the output to 0.5 (assuming pixel values in

the range 0 to 1).

We allow users to control the size of the generated shadows

via a simple but e�ective iterative shrinking algorithm. We ap-

ply a 5×5Gaussian �lter to smoothly erode the binary shadows

and then re-threshold. Applied naively, this approach would

cause shadows to peel away from line drawing edges, which

typically correspond to occluding contours and hence shadow

discontinuities. To prevent this, we preserve the shadow pixel

values near the line drawing edges. We cache every shrunken

shadow after users click the shrink button, so that the user

can “expand” the shadow by restoring from the cached results.

Examples of shadow shrinking can be seen in Fig. 4.

4.1.2 Character semantic segmentation. We allow users

to selectively adopt shadow suggestions (DR2). We do this

by segmenting shadows according to scene semantics. We de-

compose this into two sub-problems: 1) accurately identifying

semantic segment labels and 2) predicting precise semantic

segment contours. We considered �ve semantic labels (S1):

hair, face, clothing, arm, and object. The schema was guided

by S1, with professionals mentioning they pay more atten-

tion to faces and arms and less to hair or “common, everyday”

4https://civitai.com/models/6174?modelVersionId=48473

https://civitai.com/models/6174?modelVersionId=48473
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Figure 5: Shadowing results comparison & dataset examples. Upper row: (a1) An input image. (a2) and (a3) Shading

results from two o�-the-shelf di�usion-based models, StableDi�usion XL and Reproduction, respectively. (a4) Shading

results from our model. (a5) Blending our model’s shading results with the input clearly shows our model’s better

visual quality. (a6) ShadowMagic allows artists to decrease the shadow size. Bottom row: (b1) One training example

with shadow ground truth images from the (b2) right, (b3) left, (b4) top, and (b5) back light directions. (b2, right) The

training target during our �ne-tuning.

clothing. Beyond these four classes, we added an additional

category labeled “other” to account for elements that do not

�t neatly into the primary categories. To perform semantic

segmentation, we �ne-tuned the YOLOv5 segmentation model

on a dataset we constructed for this task. The dataset images

are created by professionals from the same digital comic com-

pany, resulting in 614 images. We annotated semantic labels

of these images with an annotation tool we developed (Fig. 7).

The design of the annotation interface was informed by past

annotation user interface studies [2, 9, 11].

The YOLOv5 model outputs bounding boxes of detected

objects with labels and masks that approximately identify the

semantic segments. To obtain more accurate contours, we keep

the labels identi�ed from YOLOv5 and replace the approximate

masks with precise ones extracted from the input �at color

images. Namely, we replace an approximate mask with the

union of all �at regions with a high degree of overlap (Fig. 7b1,

b2, and b3).

4.2 ShadowMagic User Interface

We present ShadowMagic ’s front-end (Fig. 6), which helps

visualize the AI generated shadows and enables users to mod-

ify AI-generated shadow results. The system allows users to

control shadow generation by selecting the right direction

and reviewing the suggested shadows. If users are not fully

satis�ed, they can manually edit shadows using brush and

eraser tools (DR4). To support selective adoption of AI sugges-

tions, the system enables professionals to toggle AI sugges-

tions based on scene semantics, such as hands, face, and hair

(DR2). Additionally, ShadowMagic simpli�es light direction

control by following widely used settings in the comic indus-

try. There are four light directions: left, right, top, back. For

each direction, ShadowMagic o�ers four shadow suggestions

(DR3). ShadowMagic is Implemented as a web application with

HTML, CSS, Bootstrap, and JavaScript.

Speci�cally, the user starts shadowing by opening a PSD

�le (F1). The image appears on the canvas (F5) with line draw-

ing and �at layers listed in a Layers panel (F9). The user can

request ShadowMagic to suggest shadows with the speci�ed

light directions. This produces four candidates shadows (F6).

The user can customize the shadows by changing the opacity

using a slider and shadow size using the expand (+) and shrink

(-) buttons (F7). Initially, the user can only shrink the shadows.

The user can also toggle the part selector to expand and see

the �ve semantic segments ShadowMagic provides (F7, F11).

The user can check and uncheck checkboxes to turn shadows

on and o� for regions by name (F11). The user can also manu-

ally edit the shadow, either by drawing brush strokes (F3) or

erasing (F4). The brush and eraser have simple undo and redo

functionality placed beside them on the UI (F3, F4). Once satis-

�ed, users bookmark the current shadow layer to save it (F8).

Bookmarked shadows appear in a list (F12). Their visibility can

be toggled with a click. Users can save the current shadows

and all bookmarked shadows layers by choosing “Save” from

the “File” menu (F1, extended).

In addition to the above-mentioned functionality, Shadow-

Magic also includes basic canvas interactions (F2), such as

panning and zooming.
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Figure 6: ShadowMagic UI layout. Left: initial state. Right: extended state

Figure 7: (a1 and a2) Annotated contour and layer masks, respectively, using our annotation tool. (b1) YOLOv5 object

detection and instance segmentation results. (b2) Flat based segmentation contours. (b3) Overlap identi�cation and

�at contour merging.

5 SUMMATIVE STUDY

To evaluate the e�ectiveness and e�ciency of ShadowMagic,

we conducted a summative study (S2) with �ve professionals

who work in a digital comic production company. The goals

of S2 are described in the following Research Questions (RQs):

• RQ1. Quality of Shadow Suggestions How do profes-

sionals perceive the quality of the shadows generated

through ShadowMagic? Improving the quality of the shad-

ows seemed to be the priority goal for developing practical

and useful shadowing solutions. In measuring the quality

of our shadow generation results, we aim to quantitatively

evaluate it by comparing it against a state-of-the-art AI-

driven method [60] (S2A).

• RQ2. Quality of Interaction How do professionals per-

ceive the quality of the interaction provided through Shad-

owMagic? In measuring the quality of interaction, we will

measure it qualitatively through an interview after using

ShadowMagic for 1 day (S2B).

5.1 Participants

We recruited �ve professionals with years of experience in dig-

ital comic generation. There were no overlap between S1 and

S2 participants. In recruiting participants, we used the same

method as S1. Consequently, four manager-level professionals

and one 3rd-year employee in webcomic companies agreed to

test our AI-generated results and ShadowMagic interaction.

Their ages range from 24 to 41 (ĉ = 30). They have an average

of two years of experience in the cartoon industry, and three

of them have over two years of experience in comic shadow-

ing. Their companies’ core products are webcomic production

(Ċ = 4) and post-colorization (Ċ = 1).

5.2 Experimental Study (S2A)

In this study, we compared the perceived quality of our method

(MěĮĦ )’s outputs to those from a state-of-the-art baseline

(MĘėĩě ), the �rst open-sourced framework to auto-generate

shadows using generative adversarial network [60].

5.2.1 Method. We measured participants’ perceived quality

of the shadowing generated by two methods through a sur-

vey. We �rst generated 48 shadowing examples using the two

shadowing methods (MĘėĩě andMěĮĦ ) applied to our comic

dataset for a fair comparison. The dataset consists of unique

sketches with equally distributed light directions (left, right,

top, and back), in which 24 sketches were from the test data of

the baseline model, and 24 were collected by our team, which

were not used for training our model. Then, we showed each

example (shu�ed to reduce any order e�ect) and asked partic-

ipants to rate their perceived quality of shadows. Speci�cally,

we asked to answer on a 7-level Likert scale from Strongly

Disagree (1) to Strongly Agree (7) regarding the statement

“This example is a high-quality shadow.” Since the basic role

of a shadow is to present a realistic volume, by "high-quality"

we refer to how realistic the shadows look.
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Figure 8: Distributions of perceived quality ratings (S2A)

regarding two methods (MĘėĩě and MěĮĦ ). The red verti-

cal lines represent the average ratings.

5.2.2 Results. When comparing MĘėĩě with MěĮĦ , partici-

pants gave higher ratings on the shadowing examples created

by our MěĮĦ (M = 3.06, SD = 1.34) than MĘėĩě (M = 2.64,

SD = 1.25). Based on the Mann-Whitney U-test, we found

a signi�cant di�erence between the two methods’ ratings

(Ħ = 0.019 < 0.05). The Mann-Whitney U-test was used since

the rating data was not normally distributed (the Shapiro-Wilk

normality test showed a signi�cant Ħ-value < 0.0001). The

Fig. 8 shows the rating distribution for perceived quality.

As shown in Fig. 8, we can identify an improvement in

the perceived shadowing quality when using ShadowMagic.

The number of records with very poor shadow quality (1-

2 ratings) was reduced by nearly 1/3 and moved to higher

quality perceived by the comic professionals, particularly more

improvements toward the 3-4 ratings than the 5-6 ratings. No

perfect-quality examples of shadowing (7 ratings) were created

by either method, but the following best-quality examples (6

ratings) were only perceived in our experimental condition.

5.3 Expert Interviews (S2B)

5.3.1 Method. We prepared the �ve links that each partici-

pant can use ShadowMagic separately. To facilitate their usage,

we also prepared 19 PSD �les; each had a �at layer and a line

drawing layer. Aside from the 19 PSD �les, we informed our

participants that ShadowMagic can generate results using their

own �les. We provided the following guidelines: (1) the �le

must have two layers; in terms of naming the layers, one must

include “�at” and another one must have “line”, (2) suggest

using �les that don’t exceed 2000 px height or width for fast

shadow generation. We asked them to use ShadowMagic for

at least 1 day. We gave them 5 days before the interview. After

the usage of the system, we conducted a 1-hour interview with

our participants.

We divided the interview into three parts: (Q1) General

perception about ShadowMagic, (Q2) Their assessment of the

quality of initial shadow, and (Q3) Their perception of apply-

ing generative AI-driven results depending on the semantic

parts separately. Across every part, we asked about their per-

ceived pros and cons and how each feature can a�ect their

e�ciency and e�ectiveness productivity. In Q1, we addition-

ally asked about ShadowMagic’s balance between automation

and control. Finally, we asked what possible directions that

could better support their shadowing process.

5.3.2 Results. Every participant shared the bene�t of using

ShadowMagic as boosting their task e�ciency. Generating

AI-driven suggestions can help them to plan the outline of

the shadows faster. P4 commented: “De�ning the high-level

shadows of a big volume takes a lot of e�ort and time in the

shadowing process. Seeing the shadow volume helped me quickly

set up the coarse level of shadows.” P1 commented: “If the sug-

gestions are reasonable, using ShadowMagic may save 70% of

my time.” While participants were generally favorable about

the way they experienced our shadows, they mentioned that

the tool has a certain level of uncertainty related to poor AI

suggestions. P5 commented: “I like the fact that I have multiple

candidates. I can generally �nd at least 1 shadow that I can use

to work on. That being said, I had some cases that I didn’t like

any of the suggestions.”

When it fails to generate good shadow suggestions: There

were diverging opinions on our manual re�nement tools.

When the AI’s suggestion was not good enough, participants

mentioned that using our tools to touch up the result was

not easy, mainly due to the poor quality of our brush and

eraser. P2 commented: “ShadowMagic doesn’t provide a pres-

sure sensitive brush. But this feature is essential. So, I prefer to

download the intermediate results from here and then �nish

up the shadow using Photoshop.” P4 and P5 also mentioned

the necessity of improving the brush for better control. On

the other hand, P2, P3, P4, and P5 shared that the semantic

segmentation can counterbalance the weakness of the brush

function. Even if the results are not all good, they found some

segments to still be useful, like clothing or hair. They could

show and hide the good and bad regions, saving their time and

e�ort and helping them make better results. P5 commented: “I

loved that feature, it can help me only select the part that I like.

It enables both e�cient and e�ective shadowing.”

It seemed that the perceived usefulness of the system was

heavily a�ected by the quality of the initial shadow. While

some insights are anecdotal, participants shared their detailed

observations regarding the patterns they perceived that Shad-

owMagic generates good or bad shadows. The common sen-

timent was that ShadowMagic can create shadows for big

volumes well. However, there are artifacts when looking into

the details. This meant that using our tool helps plan a vol-

ume’s shadows or serves as potential reference imagery while

presenting details with reasonable quality that artists can �x

with a few strokes.

However, it is not possible to use the results directly for

production. P1 commented: “I found ShadowMagic generates

very good quality for clothing that takes up a big area on the

canvas. But I cannot use the results made in small areas, such as

�ngers.” Another insight we learned was about the light direc-

tion. Every participant mentioned that they especially liked

the backlit results (P1, P2, P4, and P5). Participants generally

liked the results from the left or right light direction. How-

ever, they found the light direction is not always consistent.
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P4 mentioned: “In some cases, the light suggestions confuse

me because 80% of the shadows show the light coming from

the left, while 20% seems to come from the right.” In general,

we conclude that further features must be devised to iterate

the shadow suggestions depending on the level of detail (i.e.,

big chunks of volumetric shadows vs. small and detailed lines)

and local light direction changes.

5.4 Discussion

We identi�ed the following feature-level comments, raised

during interviews, that are worth considering when building

a more “full-�edged”, nearly deployable tool:

About shadowing styles: We designed ShadowMagic to pro-

vide shadowing support for cel-styled shadowing and four

light directions. We intentionally aimed for a narrow scope of

binary shadowing to balance wide applicability and technical

feasibility. A few participants mentioned the usefulness of bi-

nary shadowing as an essential technique that can be applied in

nearly every shadowing scenario. At the same time, they men-

tioned that binary shadows can serve as a “foundation” to be

mixed and layered with more complex shadowing techniques,

such as multi-level shadows or gradient shadows. In layer-

ing di�erent shadowing styles in one scene, they mentioned

the importance of harmony. These capabilities would provide

a more advanced and functional design that can practically

bene�t professionals, yet require more technical advances.

About light directions: Providing four light directions

helped participants cover the majority of scenes that they

will likely encounter. While less frequent, “trendy shadowing”

styles are sometimes used for making unique compositions,

such as zenith lighting, nadir lighting, or selective lighting

[17]. Some participants discussed making plug-and-play de-

signs for di�erent shadowing styles can be a reasonable way

of advancing the design. As the guidance input to the di�usion

model can be interpolated in its vector space [10], future work

could be able to provide direction control of �ner granularity

than four directions.

About more customization on staging and attention guid-

ance: ShadowMagic is designed to provide creative control for

the parts that the artists are likely to be more engaged in (i.e.,

attention guidance, staging, or semantic regions where sub-

tle change can make a dramatic e�ect) while automating the

parts that are perceived as tedious and repetitive (i.e., shadow

landscaping, or repetitive semantic regions). However, one

possible alternative version of the tool would even have AI

make suggestions for those decisions, such as suggesting the

light direction based on the staging needs.

About small but non-trivial features: Finally, there were

some comments related to system usability. Several partici-

pants were satis�ed with the overall quality of the shadows,

but they explained occasional frustration when our models

didn’t accurately predict semantic regions. Additionally, while

not expected, implementing a pressure-sensitive brush tool

seems to be essential in real-world practice. ShadowMagic

had a limited capability to realize this feature due to platform

limitations.

6 IMPLICATIONS FOR DESIGN

Based on the �ndings in S1 and S2, we �rst discuss future

research opportunities that reside in interactive, human-AI

collaborative comic shadowing. Next, we discuss our re�ection

on how Intermediate Representations—the foundational con-

cept we leveraged in developing ShadowMagic—can be applied

di�erently to bene�t future design research into professional

work�ows within comics and beyond.

Beyond ShadowMagic. The S1 and S2 results recognized

the following problems in shadowing that require non-trivial

research e�ort:

• Shadow Style Variations and Combinations Creating

binary shadows is a foundational part of shadowing, but it

may only be the beginning for certain desirable outcomes.

Participants in S1 and S2 explained the usefulness of pro-

viding shadow styles beyond binary. Future work can aim

to support various shadowing styles, such as multi-level

shadows and gradient shadows, with corresponding con-

trols. Realizing this direction will require the creation of

more generalizable shadow models that can adapt to a wide

range of artistic styles and preferences. Another challenge

involved in this direction is to develop a technical foun-

dation that allows shadow layers with di�erent styles to

communicate with each other and make harmonized results.

• Plug & Play for Personalized Shadowing: In the S2 re-

sults, participants expressed a desire to create customized

AI recommendations tailored to their preferences and set-

tings. This direction is aligned with studies that show the

usefulness of providing a capability for users to determine

the AI’s behavior [20, 21, 25, 40, 47]. One example is incorpo-

rating various lighting directions as discussed in Section 5.4.

Another example is o�ering AI-driven controls for direct-

ing attention or providing information. In future research,

understanding the underlying elements of personalized AI

recommendations and testing di�erent design variations of

each element can signi�cantly bene�t professionals.

• Interaction Modality: Direct Manipulation, Verbal De-

scription, or Hybrid?: While generative AI technologies

introduced interesting opportunities, the main entry that

current users can leverage is through verbal description.

Such a descriptive way of guiding interaction can impose

“daunting” challenges for professionals in integrating the

technology into their work�ows, as the majority of them

are familiar with direct manipulation designs where they

can draw something in 2D and see results [41]. The interac-

tion modality of direct manipulation and verbal description

introduces challenges and opportunities for future human-

AI collaboration researchers working on visual creativity

support.
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Beyond “stage-by-stage” Intermediate Representation.
This work was largely inspired by the notion of Intermedi-

ate Representation [53] that explains how scoping input and

output of AI by looking into a user’s work�ow “stage-by-

stage”—�at, shadow, lighting—can lead to a successful human-

AI collaboration artifact. In particular, by splitting each stage in

scoping AI-driven automation’s input and output based on an

expected user group’s sequential work�ow, the AI can provide

the automation that a professional can adopt or revise [53]. Our

work furthers this line of inquiry in terms of how designers can

apply AI within each stage, in an “interaction-by-interaction”

manner; i.e., in each stage, artists may have di�erent levels of

desire to accept AI suggestions. For instance, using AI-driven

automation on landscaping or shadowing tedious semantic

regions may likely be received well while important semantic

regions or intricate staging representations may not. Interme-

diate representation, the notion of de�ning the scope of AI

automation by not only observing the stage-wise work�ow

but also investigating contextual preferences, resides within

each stage.

Adopting Generative AI in Professional Workflows:
While generative AI technologies introduced opportunities in

various applications, they were often designed without con-

sidering professionals’ work�ows [30]. They were often con-

sidered as an opportunity to expand the creation experience

to casual users lacking expertise. Supporting professionals

is challenging in the sense that they are productivity-driven

and have a speci�c set of tools they are already familiar with.

To develop a system for professionals, we �rst tried to con-

sider the user’s work�ow and where we can provide adequate

support with the capability of generative models. In our case,

shadowing was the target. Once we identi�ed the target of

support, we closely collaborated with practitioners to gather

a dataset from the user’s work context. We collected the data

pairs consisting of pre-shadowing images and shadowed ones,

with which we could �ne-tune existing text-to-image di�u-

sion models to be aligned to the professionals’ task contexts.

While this approach introduced a model that outperformed

the baseline model, �ndings from S2A indicate that there is

still room for improvement. One bottleneck for improving the

model is collecting the dataset at scale, as creating datasets

with experts can be expensive. We can potentially overcome

this issue by data augmentation: we can generate image data

with the current model checkpoint, �lter high-quality data

instances with practitioners, and further �ne-tune the model

with the �ltered data. This approach would incur less cost, as

evaluating shadow quality would require less human e�ort

than creating shadows.

7 CONCLUSION

This work introduced ShadowMagic, a human-AI collabora-

tion system designed to support comic professionals in the

shadowing stage of comic creation. Through studies with pro-

fessionals, we identi�ed opportunities for using �ne-tuned

AI models to generate initial shadow suggestions that can be

selectively re�ned through an interactive user interface. In an

evaluation, professionals rated shadows from our AI model

higher in quality than a baseline and provided positive feed-

back on ShadowMagic’s modality for integrating AI assistance

into their practices. Our work demonstrates how contextual-

ized datasets can �netune powerful generative AI for speci�c

professional work�ows, pointing toward human-centered ap-

proaches that augment rather than replace human expertise

across creative disciplines.
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8 APPENDIX

Tab 1 presents three high-resolution examples of comic �at

and line images in the rows, along with corresponding shadow

variations from four di�erent light directions in the columns.

Additional low-resolution examples are available on GitHub5.

5https://github.com/Amrita537/ShadowMagicUIST24
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Table 1:High resolution �at and line image with shadows from left, right, top and back light direction
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